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ABSTRACT
Learning an efficient news representation is a fundamental yet
important problem for many tasks. Most existing news-relevant
methods only take the textual information while abandoning the
visual clues from the illustrations. We argue that the textual title
and tags together with the visual illustrations form themain force of
a piece of news and are more efficient to express the news content.
In this paper, we develop a novel framework, namely Semantic
Gated Network (SGN), to integrate the news title, tags and visual
illustrations to obtain an efficient joint textual-visual feature for the
news, by which we can directly measure the relevance between two
pieces of news. Particularly, we first harvest the tag embeddings
by the proposed self-supervised classification model. Besides, news
title is fed into a sentence encoder pretrained by two semantically
relevant news to learn efficient contextualized word vectors. Then
the feature of the news title is extracted based on the learned vectors
and we combine it with features of tags to obtain textual feature.
Finally, we design a novel mechanism named semantic gate to
adaptively fuse the textual feature and the image feature. Extensive
experiments on benchmark dataset demonstrate the effectiveness
of our approach.
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1 INTRODUCTION
With the development of theWorldWideWeb, the commonmanner
of news reading has been moving from the traditional news paper
and TV to online newsweb, such as Google News and Tencent News.
Meanwhile, massive articles on the internet can be overwhelming to
users. To help users find interesting news and alleviate information
overload problem, extensive efforts has been dedicated to news
recommendation and retrieval.

Many existing news-relevant tasks design their models based on
news body [9, 16, 18]. However, news body is not concise enough
and may include irrelevant information, the advertisements for ex-
ample. Meanwhile, news illustrations contain plenty of information
and have auxiliary effect in news representation. For example,if
two news possess similar illustrations, they will be semantically rel-
evant with higher probability. Instead of only extracting the news
feature from expatiatory body, our work proposes a new framework
to get an efficient news representation from the news title, tags and
illustrations. To obtain a robust integral feature for news, there are
several key problems which need to be tackled.

The first difficulty is that the similarity between textual features
does not accurately reflect relevance among news. For instance, two
news articles might share a majority of words and their news repre-
sentation are similar, yet their actual topic could be very different
[8].Traditional methods such as one-hot and tf-idf can not solve
this problem because they represent sentences according to words’
occurrence and frequency. Word vectors in NLP such as NNLM
[3] and word2vec [14] also seem not to help because there exists
polysemy problem in these methods. Fortunately, contextualized
word vectors can alleviate this problem, because this kind of vector
contains its context information in the entire input sentence.

Contextualized word vectors are always realized through pre-
trained model and its classical methods includes CoVe [13] and
ELMO [15]. Sentence or document encoders which produce contex-
tual token representations are always pretrained from unlabeled
text and then fine-tuned for downstream tasks. In this paper, we
propose a new contextualized word vector based on a Bi-directional
Long-Short Term Memory (BLSTM) [6] encoder. We first pretrain
the encoder from an attentional seq2seq model through two se-
mantically relevant news. Then we can obtain word vector and
corresponding state in the bidirectional time directions which com-
pose contextualized word vector of each word. Finally, we combine
these contextualized word vectors into an embedded matrix to get
the feature of news title.
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There exist a few methods which can effectively integrate the fea-
ture of news illustrations into news representation.Although image
and text both contain rich information, they reside in heterogeneous
modalities and this brings about great difficulties to the feature fu-
sion of them. Simply concatenating them together can not relieve
challenges in multimodal fusion. The challenges can be caused by
these factors: 1) signals in heterogeneous space might not be tempo-
rally aligned; 2) it is difficult to exploit supplementary information,
which may carry redundant information and noisy information; 3)
each modality might exhibit different types and different levels of
noise [2]. Consequently, we design a novel feature fusion mecha-
nism named semantic gate to fuse these two kind of features. The
mechanism can extract useful information from visual feature by
calculating relationship between visual feature and textual feature.

With the proposed framework SGN, we can obtain an efficient
news representation that encodes the feature from the news ti-
tle, tags and illustrations, thus many news-relevant tasks can be
conducted accordingly. The contributions of this paper can be sum-
marized as follows:
• We propose a new contextualized word vector based on
a sentence encoder and we pretrain the encoder from an
attentional seq2seq model through two semantically relative
news. Then we take these vectors as the input of textual
feature extractor to get the textual feature of news title.
• We design a self-supervised classification model to build the
semantic consistence between news tags. Then we extract
the feature of news tags based on embeddings trained by
the classification model and combine it with feature of news
title to get textual feature.
• We propose a novel multimodal feature fusion mechanism
named semantic gate which can combine textual feature and
visual feature effectively.

2 METHODOLOGY
In this section, we will introduce our framework named SGN for
semantical news representation. Given news 𝑛𝑖 and 𝑛 𝑗 from news
pool N = {𝑛1, 𝑛2, ..., 𝑛𝑙 }, where each news 𝑛𝑖 is associated with
three data cells, i.e., title 𝑇𝑖 , tag set 𝐴𝑖 , and illustration 𝐼𝑖 , the target
of our framework is to learn an efficient representation from the
textual title, tags and the visual image. Then we can directly calcu-
late the relevance score 𝑠𝑖 𝑗 between news 𝑛𝑖 and news 𝑛 𝑗 through
their representation. The overview of SGN is shown in Fig. 1.

2.1 Pre-training Language Representations
In this subsection, we will introduce the pre-training language
representations including news tag and title. The designed self-
supervised classification model for tag embedding is presented
in subsection 2.1.1 and subsection 2.1.2 introduces the model for
contextual word vector.

2.1.1 Self-supervised Classification Model.
For tags 𝐴𝑖 = {𝑎1

𝑖
, ..., 𝑎𝑙

𝑖
} and tags 𝐴 𝑗 = {𝑎1

𝑗
, ..., 𝑎𝑙

𝑗
} in two se-

mantically relevant news 𝑛𝑖 and news 𝑛 𝑗 , integrating the relations
among these co-occurring tags would benefit the news represen-
tation. Consequently, building semantic consistence among tags
through their embeddings becomes the key problem. We design a

self-supervised classification model to predict tags 𝐴 𝑗 = {𝑎1𝑗 , ..., 𝑎
𝑙
𝑗
}

in news 𝑛 𝑗 according to tags 𝐴𝑖 = {𝑎1
𝑖
, ..., 𝑎𝑙

𝑖
} in its semantically

relevant news 𝑛𝑖 .
To simplify the symbol, we still use the 𝑎𝑘

𝑖
to indicate tag’s one-

hot representation. First, we average the embeddings of all tags in
𝐴𝑖 as follows

ℎ0𝑎 =

∑𝑙
𝑘=1𝑉𝑎 · 𝑎

𝑘
𝑖

𝑙
, (1)

where 𝑉𝑎 ∈ R𝑘𝑎×|V | are the mapping matrices for the embedding
of tags andV is the vocabulary of all tags. For better performance,
we can add more layers of non-linear transformations into our
model and ℎ0𝑎 is its initial input

ℎ𝑖+1𝑎 = 𝜑 (𝑊 𝑖+1
𝑎 · ℎ𝑖𝑎 + 𝑏𝑖+1𝑎 ), (2)

where𝑊 𝑖+1
𝑎 ∈ R(𝑘𝑎×𝑘𝑎) is the mapping matrix for the variables

in the hidden layers, 𝜑 is the tanh function and 𝑖 is the index of
a hidden layer. Let ℎ𝑎 donate the final output of the non-linear
transformations. Finally, we add a fully-connected layer to map
ℎ𝑎 into a tag vocabulary-size vector 𝑜𝑎 , which can be described as
follows

𝑜𝑎 = 𝜍 (𝑊𝑎 · ℎ𝑎 + 𝑏𝑎), (3)
where𝑊𝑎 ∈ R |V |×𝑘𝑎 , 𝑏𝑎 ∈ R |V | and 𝜍 is the softmax function.

For convenience, we use the Negative Log-Likelihood (NLL)
as the loss function. When the training done, we can obtain the
embedding of each tag through the mapping matrix 𝑉𝑎 , and they
can reflect co-occurrence, namely semantic consistence, among
news tags.

2.1.2 Contextualized Word Vector.
Inspired by McCann et al. [13], who use a deep LSTM encoder

from an attentional seq2seq model [1] trained for MT to contextual-
ize word vectors, we adapt a similar model to build the relationship
between titles 𝑇𝑖 and 𝑇𝑗 in two semantically relevant news 𝑛𝑖 and
𝑛 𝑗 . This is because titles in two semantically relevant news are with
similar semantics but different expression ways, which is similar to
MT. During pretraining, we take title𝑇𝑖 as the input of encoder and
title𝑇𝑗 as the target sequence of decoder. Attention mechanism can
identify important information in title 𝑇𝑖 for the generation of title
𝑇𝑗 and this will benefit news representation. After pretraining the
attentional seq2seq model, we transfer what is learned by the en-
coder to news representation by treating the outputs of the encoder
as contextualized word vectors.

First, we can utilize the BLSTM encoder from our attentional
seq2seq model to obtain all of the layer representations for each
word in input sentence. For word 𝑤𝑖 in news title, we can get its
word vector𝑤𝑖 , its corresponding state

−→
ℎ𝑖 in the positive time di-

rection and
←−
ℎ𝑖 in the negative time direction. Then we can combine

these three vectors as the contextualized word vector of word𝑤𝑖

as follows

𝐶𝑜𝑉𝑒 (𝑤𝑖 ) = [𝑤𝑖 ;
−→
ℎ𝑖 ;
←−
ℎ𝑖 ] . (4)

Our contextualized word vector can represent the meaning of
word according to its context, so it can relieve the polysemy prob-
lem and get actual topic of articles. Finally, we can combine all
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Figure 1: Our proposed framework SGN for efficient news representation.

contextualized word vectors of the input sentence into an embed-
ded matrix 𝑉 ∈ R𝐿×𝑘𝑒×3. 𝐿 is the length of news title. 𝑘𝑒 is the
embedding size of words and the hidden size of BLSTM.

2.2 Feature Extraction and Fusion
In this section, feature extraction is presented in subsection 2.2.1.
Then, semantic gate is introduced in subsection 2.2.2.

2.2.1 Feature Extraction.
We feed the embedded matrix𝑉 into a convolutional layer which

consists of 𝑘𝑐 neurons. Then, the feature corresponding to each
neuron is computed using a max-pooling operation. The output is
the concatenation of the output from 𝑘𝑐 neurons, denoted by

𝑂𝑡 = [𝑜1, 𝑜2, ..., 𝑜𝑘𝑐 ] . (5)
We treat𝑂𝑡 as the feature of news title. Meanwhile, we can obtain

the feature𝑂𝑎 of news tags as we do in self-supervised classification
model to obtain ℎ𝑎 . We concatenate𝑂𝑎 and𝑂𝑡 as [𝑂𝑡 ,𝑂𝑎] directly.
Then the output [𝑂𝑡 ,𝑂𝑎] is passed to a fully connected layer

𝑓𝑡 = 𝜑 (𝑊𝑡 · [𝑂𝑡 ,𝑂𝑎] + 𝑏𝑡 ), (6)
where weight matrix𝑊𝑡 ∈ R𝑘𝑡×(𝑘𝑐+𝑘𝑎) , bias 𝑏𝑡 ∈ R𝑘𝑡 and 𝜑 is
activation function softsign 𝜑 [17].We treat 𝑓𝑡 as the textual feature.

ResNet-101 [7] is one practical and classical model for image fea-
ture extraction. We fine-tune it with our dataset according to news
category. After fine-tuning, the feature 𝑂𝑟 ∈ R𝑘𝑟 of an illustration
can be obtained from the second last layer. The output 𝑂𝑟 is then
passed to a fully connected layer

𝑓𝑟 = 𝜑 (𝑊𝑖 ·𝑂𝑟 + 𝑏𝑖 ), (7)
where weight matrix𝑊𝑖 ∈ R𝑘𝑖×𝑘𝑟 , bias 𝑏𝑖 ∈ R𝑘𝑖 and 𝜑 is activation
function softsign. We treat 𝑓𝑟 as the visual feature.

2.2.2 Semantic Gate.
Textual feature and visual feature reside in heterogeneous modal-

ities and this brings about great challenges to the feature fusion

of them. Just concatenating them together will introduce a lot of
useless information. Motivated by the forget gate in LSTM, we
design a novel mechanism named semantic gate for the fusion of
them. Useless information can be discarded and complementary
information can be distilled in visual feature through semantic gate.

Firstly, we concatenate these two vectors, namely 𝑓𝑡 and 𝑓𝑟 to-
gether as [𝑓𝑡 , 𝑓𝑟 ]. The concatenated result is then passed to a fully
connected layer as follows

𝑀 = 𝜑 (𝑊𝑚 · [𝑓𝑡 , 𝑓𝑟 ] + 𝑏𝑚), (8)

where weight matrix𝑊𝑚 ∈ R𝑘𝑖×(𝑘𝑡+𝑘𝑖 ) , bias 𝑏𝑚 ∈ R𝑘𝑖 and 𝜑 is a
nonlinear activation function sigmoid.

We can see that the dimension of M is the same as 𝑓𝑟 , because
each value in𝑀 means whether value of current position in 𝑓𝑟 is
noisy or complementary to semantical news representation. Then
we multiply the corresponding position elements of 𝑀 and 𝑓𝑟 ,
namely calculating Hadamard product between𝑀 and 𝑓𝑟 , and con-
catenate the gated visual feature with 𝑓𝑡 . The final semantical news
representation 𝑓 which fuse textual feature and visual feature can
be represented as

𝑓 = [𝑓𝑡 , 𝑀 ⊙ 𝑓𝑟 ] . (9)

2.3 Loss Function
After obtaining feature for news 𝑛𝑖 and news 𝑛 𝑗 , namely 𝑓𝑖 and 𝑓𝑗 ,
we can utilize cosine distance to calculate the relevance score 𝑠𝑖, 𝑗 .
During training process, we employ a hinge-based triplet ranking
loss with margin 𝛼

L𝑡 =𝑚𝑎𝑥 (0, 𝑠𝑖,𝑛𝑒𝑔 − 𝑠𝑖,𝑝𝑜𝑠 + 𝛼) + 𝜆𝑛 ∥ 𝜃 ∥22 , (10)

where 𝑠𝑖,𝑛𝑒𝑔 is the relevance score between news 𝑛𝑖 and its irrele-
vant news 𝑛𝑛𝑒𝑔 and 𝑠𝑖,𝑝𝑜𝑠 is the opposite. 𝜃 is the set of parameters
and 𝜆𝑛 is the weight of ∥ 𝜃 ∥22 . The hard negative samples are
sampled within a mini-batch by the sampling strategy in [11].
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Table 1: Performance comparison on efficient news representation based on news tags, title and illustration

Method Pre MRR MAP@5 MAP@10 MAP@20 MNDCG@5 MNDCG@10 MNDCG@20

Word2vec 0.954 0.506 0.700 0.614 0.487 0.663 0.684 0.740
TextCNN 0.965 0.426 0.635 0.567 0.463 0.604 0.642 0.715

BLSTM+TextCNN 0.967 0.426 0.638 0.570 0.465 0.608 0.646 0.719
BERT+TextCNN 0.978 0.539 0.750 0.660 0.525 0.711 0.742 0.804

SGN(w/o illustration) 0.983 0.604 0.802 0.714 0.566 0.770 0.799 0.848

Feature Concatenation 0.974 0.537 0.755 0.670 0.534 0.721 0.751 0.808
SGN (OURS) 0.985 0.636 0.822 0.733 0.579 0.790 0.817 0.865

3 EXPERIMENTAL ANALYSIS
In this section, experiments is performed on one commercial dataset
from Tencent News to demonstrate the effectiveness of SGN. We
obtain semantically relevant news pairs as follows. First, we cal-
culate euclidean distance between news pairs based on word2vec
which will be discussed in subsection 3.1 and select pairs whose
euclidean distance are less than 0.65. Then we choose pairs whose
titles have at least one same word. Finally, we discard pairs whose
similarity is higher than 75 percent through Locality Sensitive Hash-
ing(LSH). Following these steps, a dataset with 5,930,779 news pairs
and 1,083,014 news is built. We employ Precision, Mean Reciprocal
Rank (MRR), Average Precision (AP) and NDCG to quantitatively
evaluate the performance of the proposed SGN.

3.1 Baselines
To evaluate the performance of our framework SGN, we compare
it with the following methods.

Word2vec:Word2vec [14] can output embeddings of words. We
train it on news articles to get embeddings of news tags and average
the embeddings of news tags to get news representation.

TextCNN: TextCNN [10] is the state-of-the art model for text
classification. We concatenate news tags and title as its input and
change its loss function to hinge-based triplet ranking loss.

BLSTM + TextCNN: BLSTM is first integrated into text clas-
sification in [12]. We concatenate news tags and title as its input.
Then we utilize it in the same way with our feature extraction of
news title but without parameter initialization with the attentional
seq2seq model.

BERT + TextCNN: BERT [5] can output vector of each word in
a sentence according to its context. We input these vectors into a
TextCNN to get the final textual feature.

Feature Concatenation: Feature concatenation [4] is the sim-
plest way for feature fusion, and it concatenates feature from mul-
timodal. We take it as the comparative method to prove the effec-
tiveness of semantic gate.

3.2 Results
Table 1 shows the comparison results of our framework SGN and
baseline methods on semantical news representation. Based on the
results, the following conclusions can be drawn.

Firstly, comparing with both TextCNN and BLSTM+TextCNN,
word2vec works better. This proves that it is reliable to select news
pairs. Meanwhile, comparing with word2vec, SGN(w/o illustra-
tion)(our framework without news illustration) is 14.6 percent

higher in MNDCG@20. This illustrations it is effective in textual
feature extraction.

Secondly, contextualized word vectors based models (SGN(w/o
illustration), BLSTM+TextCNN and BERT+TextCNN) perform bet-
ter than TextCNN not utilizing contextual information. This is
because models incorporating valuable information from context
can capture the multi-faceted nature of words from news titles, and
thereby build a fine-grained semantical representation for news.
Consequently, they can relieve polysemous problem in specific
context. This is significant for many problems in the field of NLP.

Thirdly, models based on pretraining (BERT+TextCNN, SGN(w/o
illustration)) are more effective than these models without pre-
training (BLSTM+TextCNN). BERT is pretrained by a large text
corpus (like Wikipedia) and the BLSTM in our framework is pre-
trained by two semantically relevant news through the attentional
seq2seq model. Consequently, word vectors from BERT can reflect
knowledge from other corpus and word vectors obtained by BLSTM
can extract more crucial information in news representation.

Finally, as shown in last two lines in Table 1, SGNwhich designs a
novel feature fusion mechanism named semantic gate works better
than model just concatenating two multimodal feature together.
This is because news illustration contains useful information, and
useless even noise information at the same time. Concatenating
it with textual information will make news representation even
worse. Our designed semantic gate can distill helpful information,
and filter out information which not only is no use but also disturbs
the effect. Meanwhile, we can find out that the assistant of news
illustration coupling with designed semantic gate structure makes
the performances surpass all the competing methods by a large
margin. This reveals that the news illustration is helpful for news
representation and the overall designed network is efficient.

4 CONCLUSIONS
In this paper, we propose a framework SGN for efficient news
representation. It can effectively extract information from news
tags, news titles and news illustration and combine them together.
As for future work, we will explore the potential advantages of
knowledge graph into news representation. This is worth studying
because there are plenty of entities in new title and news article.
Combining information from knowledge graph will bring useful
information and benefit news representation.
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